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Abstract

This article presents an information-processing assessment of the
construct validity of aptitude tests. It proposes that aptitude tests
have been rather successful because they do possess high construct va-
lidity, although the constructs in terms of which the tests may be most
" profitably understood are information-processing rather than psycho-

i metric ones. Certain inconsistencies in the constructs proposed by
alternative psychometric theories of aptitude are proposed to disappear
when these constructs are understood in terms of more basic information-

processing constructs.
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The Construct Validity of Aptitude Tests:

An Information-Processing Assessment

The closing months of 1979 provide an excellent time for yet another
assessment of the construct validity of the available range of aptitude
tests, because during this decade the construct validity of aptitude tests
has undergone such intense scrutiny. These months provide a particularly
appropriate time for an information-processing assessment of construct
validity, because the information-processing view of construct valida-
tion has become so salient in the seventies. Experimental psychologists
finally took to heart Cronbach's (1957) plea for a unification of the two
disciplines of scientific psychology, and let come to pass Thurstone's
(1947) prediction that "the rough factorial map of a new domain will en=-
sble us to proceed beyond the exploratory factorial stage to the more
direct forms of psychological experimentation in the laboratory" (p. 56).

I will divide my assessment of the construct validity of aptitude
tests into four parts. In the first, I will motivate the assessment by
discussing why, to some at least, an information-processing assessment
of the construct validity of aptitude tests has seemed like such a good
idea. In the second part, I will present a brief historical overview of
some of what has been done toward this gc;al in the lest decade, and will
assess some successes and failures of the attempts that have been made.

A more detailed overview is provided by Carroll and Maxwell (1979). 1In 1

the third part, I will briefly describe my own present componential view
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of aptitude. In the last part, I will explain what this view tells us

abcut the construct validity of aptitude tests.

Psychometric Approaches to Construct Validation:

Somethigg's Missing

Psychometric approaches to construct validation of aptitude tests
have generally sought to understand tests and test performance in terms
of some kind of structural model, such as the factor-analytic model or
the latent-trait model. Individual-differences variation in test per-
formance is explained as deriving from one or more underlying structures,
such as a general factor and specific factors, or a set of primary fac-
tors. These models have been criticized, rightly or wrongly, for a
variety of sins, some of them venial, others, mortal. But for the pres-
ent purposes, two aspects of the models are critical.

First, there is an element of circularity to these explanations
that can become vicious when the explanations are used in construct val-
idation. The aptitude tests under scrutiny were constructed on the
basis of explicit or implicit psychometric theories of aptitude. These
tests are supposed to provide construct validation of the aptitude theories,
while at the same time the aptitude theories are supposed to provide con-
struct validation of the aptitude tests. It's hard to have it both ways,
if one's goal is an independent appraisal of the tests, of the theories,
or, as is the case in construct validation, of both. The tests and theo-
ries may be conceptually compatible with each other, but neither can pro-
vide independent support for the other, because the interdependence be-

tween the two was established at the time the theories and tests were
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created. What would seem to be needed for construct validation of both

the tests and the theories is some different kind of aptitude theory that

is logically (although one would hope, not psychologically) independent

of the psychometric tradition of theories and tests. Information-

processing theories and tests seem to fill this bill.

Second, aptitude tests require and aptitude theories deal with dy-
namic performance: Solution of test items occurs over time, and the con-
struct validity of both tests and theories will depend in part upon
whether they can account for what happens over time. But although apti-
tude tests requires dynamic performance, the indices of performance they
provide are essentially static measures of terminal behavior on test items;
and although aptitude theories must explain dynamic constructs, they gen-
erally explain these constructs in a static way, through structural models
such as factor analysis. This does not mean that the theories are wrong
or the tests inadequate. It does mean, though, that a complementary kind
of theory and index of test performance are needed to deal with dynamic 1
performance. The information-processing approach seems to provide what
is needed. So let us turn to a consideration of just what we mean by
information-processing theories and test indices.

Information-Processing Approaches to Construct Validation:

An Historical Overview

What is an information-processing approach to construct validation? I
Indeed, what is an information-processing analysis? An information-
processing analysis is an attempt to account for individuals' perfor-

mance on one or more tasks in terms of the elementary processes used in
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task performance, the strategies for task performance into which these
processes combine, and the representations for information upon which
the processes and strategies act. An information-processing approach to
construct validation seeks to examine the validity of psychometric tests
and theories of eptitude through an analysis of the information proces-
sing that occurs during test performance or that gives rise to a source
of individual differences such as a factor. From an information-processing
point of view, then, factors can be understood in information-processing
terns (Carroll, 1976; Sternberg, 1977): The two viewpoints are not incon-
sistent, but complementary.

Information-processing analysis of aptitude test performance during
the seventies has arisen in part as a reaction to psychometric unalysis of
test performance (see Hunt, Frost, & Lunneborg, 1973; Sternberg, 1977).

But if one goes back a decade further to the origins of information-
processing analysis, one would find that it originated in large part as

a reaction to stimulus-response analysis of task performance (see Miller,
Galanter, & Pribram, 1960). At the time, many experimental psychologists
had become dissatisfied with the inability of stimulus-response theories

to account for complex forms of behavior. These theories seemed to account
very well for the contingencies that brought about behavior, and for the
responses that eventuated from these stimuli; but they were less well able
to account for the pfocesses that took place in the head and that served
to link external stimuli and responses. Psychometr:: and stimulus-response

accounts of complex behavior differ in many, many respects, but they have
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in common their seeming inability to provide dynamic accounts of informa-
tion processing. As its name implies, this is where the information-
process@ng approach excels. What forms have information-processing anal-
yses of aptitudes taken, and how have they functioned in the construct
validation of aptitude tests?

The Aptitude-Treatment Interaction Approach

The aptitude-treatment interaction (ATI) approach dates back past
the beginning of the seventies, at least to Cronmbach's (1957) APA pres-
idential address, where the ATI approach was suggested as one means of
reuniting the two disciplines of scientific psychology. The approach
provides construct validation by assuming that if an aptitude is psychol-
ogically real in some sense, and if a given test actually measures that
aptitude, then the measured aptitude should interact with at least one
instructional treatment in a meaningful way. For example, it might be
proposed that high-reesoning subjects would do better to learn by dis-
covery, whereas low-reasoning subjects would do better to learn by rules.
If a given aptitude does not show a meaningful pattern of interaction
with any instructional treatment, then this lack of empirical consequences
for that aptitude (as measured) might lead one to question why the aptitude
should be labeled an "aptitude" at all. Similarly, if two aptitudes never
interact differentially with various instructional treatments, then the
lack of differential empirical consequences for the two aptitudes might
lead one to question whether they should be identified as separate aptitudes.

The history of ATI research has been exhaustively documented by

-
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Cronbach and Snow (1977): Hundreds of studies have failed to yield highly
replicable findings, or to shed much light on the nature of aptitudes.
Cronbach and Snow have suggested a number of technical inadequacies in

past studies that are sufficient to account for the failures of so many

ATI studies. But from our present vantage point, two interrelated elements
seem to be key.

First, it has never been entirely clear how aptitude-treatment inter-
action research could be expected to yield a theory of aptitudes that would
provide an independent basis for the construct validation of existing
tests and theories. Rather, ATI methodology seems to provide a device for
testing extant theories. It does not provide a method for decomposing test
performance into elementary constituents of some kind, but rather a method
for understanding overall test performance in an experimental, or, ideally,
classroon context. Methodologies are needed for both functions, so this
is certainly not a criticism of ATI methodology. It is merely a suggestion
that ATI methodology does not provide the new, independent kinds of con-
structs needed for construct validation of psychometric tests and theories.
Ideally, these new kinds of constructs could be employed in an ATI setting.

Second, if the pre-existing constructs that are used in ATI research
are not useful for the purpose to which they are being put, then the re-
search is likely to fail. Aptitude-treatment interaction experiments gen-
erally involve some instructional (or other experimental) treatment admin-
istered over time. The aptitude constructs used in the experiments should

therefore be dynamic ones that are sensitive to the processes as well as
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to the products of performance. But the constructs used in ATI research

have been, for the most part, psychometric ones that are not very sensitive

to dynamic changes in information processing over the duration of the treat-

ment. These psychometric constructs, no matter how useful they may be for
other purposes, are probably not well suited for use in these experiments.
A factorially-based measure of spatial ability, for example, will not be
optimal if performance in response to a treatment involves spatial proces-
ses at some points in time, but, say, linguistic processes at other points
in time (as is the case with certain types of syllogisms). If this argu-
ment is correct, ATI research should be more successful if dynamic, in-
formation-processing constructs are used instead of psychometric ones,
assuming, of course, that the particular information-processing con-
structs used are theoretically appropriate and measured adequately. Two
recent studies along these lines suggest that information-processing con-
structs can result in clearcut aptitude-strategy interactions (Sternberg &
Weil, in press; Mathews, Hunt, & MacLeod, Note 1).

The Cognitive-Correlates Approach

What Pellegrino and Glaser (1979) have referred to as the "cognitive-
correlates approach" can be traced back to an article by Hunt, Frost, and
Lunneborg (1973). This line of research has been continued by Hunt and his
associates throughout the course of the sSeventies (see Hunt, 1978; Hunt,
Lunneborg, & Lewis, 1975). The basic idea is that performance on complex
aptitude tests can be understood in terms of the information-processing

components that are used in the performance of relatively simple laboratory
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tasks studied by cognitive psychologists. For example, one such task

requires subjects to compare whether two letters are both in the same

case (upper-upper or lower-lower) or each in a different case (upper-

lower or lower-upper). The subject would be timed, say, for how long it

takes him or her to determine that "a A" represent different cases (cf.

Posner & Mitchell, 1967). Another such task requires subjects to indicate
vhether a given target letter (or number) occurs in a short string of let-
ters (or nurbers). The target may be presented either before or after the
string. The subject might be asked, say, to memorize the letter string
A-N-C-U-E." The subject would then be presented with a target letter, such
as "U," and be asked to say as quickly as possible whether the letter "U"
appears in the memory set. In both this task and the preceding one, time
to respond is the major dependent variable. Using single tasks such as
these to investigate verbal aptitude, Hunt et al. (1975) concluded thet
verbal aptitude can be understood largely in terms of the speed of access
and retrieval of verbal information from short-term memory.

This kind of research has the potential for providing the kinds of
constructs that are needed for construct validation of aptitude tests and
theories. The cognitive theories under investigation are certainly inde-
pendent of the psychometric tradition. The tasks were also developed in-
dependently of this tradition, however, and one might wonder whether they
are the right tasks, and the processes that enter into them, the right
processes. 1 find it very difficult to believe, on merely intuitive

grounds ./t the simple tasks used in the cognitive psychologist's
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laboratory bear much relation to the complex tasks found on aptitude tests,
or to the still more complex tasks required in everydey and in acaderiic
life. Although the laboratory cognitive tasks are quite nontrivial when
examined in the context of certain cognitive theories, they appear to be
rather trivial when viewed as a basis of performance for, say, comprehension
of complex reading material. The experimental data Hunt and others have col-
lected can be interpreted as supporting my reservations. Factor analyses of
the aptitude scores and measures from the laboratory tasks reveal a major
group factor comprising the various cognitive tasks (see Hunt et al., 1975).
An interbattery factor analysis (Tucker, 1958) might be more illuminating,
in that it would highlight only sources of variation shared across nodali-
ties (i.e., tasks versus tests). But I doubt the basic facts of the matter
would change, since the aptitude tests tend to be rather highly intercor-
related, whereas the cognitive tasks are not very highly correlated with
the aptitude tests, nor, even, for the most part, with each other.

The Task-Analysis Approach

The task-analysis approach in experimental psychology dates back to
Donders (1868); in the study of aptitudes, people date it back in different
ways, but I see it as having originated with Johnson's (1960) method of
serial analysis. In task analysis, the task of interest is decomposed into
smaller constituents of information procéssing, usually, component proces-
ses, The basic idea is that the way to understand complex aptitudes is to
take the test items that are used to measure these aptitudes, and to de-
compose them into their basic component processes. Different methods have
been proposed for decomposing tasks, including my own method of "componential

analysis" (Sternberg, 1977, 1978a, 1979a). Componential analysis was self-
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consciously created with construct validation in mind: "From a differen-

tial viewpoint, componential analysis may be viewed as a detailed algorithm
for construct validation" (Sternberg, 1977, p. 65). I will not discuss each
of the steps of the algorithm here, .since they have been presented in some
detail elsewhere (Sternberg, 1977). The major steps involve decomposing a
complex aptitude item into a set of component processes, and r'elating these
processes to global scores on reference ability test.

gonsider, for example, an aptitude item such as an analogy, and the
construct of "analogical reasoning" that this item is supposed to measure.
Factorial analysis would seek to understand performance on analogy items
by relating this performance to performance on other kinds of test iters
(say, series completions and classifications), and by finding an under-
lying factor that serves as a latent source of individual differences on
all of these items. Cognitive-correlates analysis would seek to under-

stand performance on analogy items by relating it to performance on very

simple laboratory tasks requiring manipulation of information in short-
term memory, attention to perceptual properties, and so on. Task anal-
ysis would seek to understand it by decomposing analogy performance into
a set of underlying component processes. I have suggested, for example,
that an analogy such as "LAWYER is to DOCTOR as CLIENT is to (A. PATIENT,
B. MEDICINE)" is solved by (a) encoding each analogy term, retrieving
from long-term memory a set of semantic attributes relevant to each indi-
vidual term; (b) inferring the relation between LAWYER and DOCTOR; (e)
mapping the higher-order relation from the first half of the analogy q

(headed by LAWYER) to the second half of the analogy (headed by CLIENT);
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(@) epplying from CLIENT to each of the two answer options, PATIENT and
MEDICINE, the relation that was inferred from LAWYER to DOCTOR: (e) jus-
tifying one response as preferable to the other, even if nonideal; end
(f) responding. These same components have been shown to be involved in
the solution of other kinds of induction problems as well (Sternberg &
Gardner, Note 2).

Task analysis, like cognitive-correlates analysis, provides an in-
dependent kind of theoretical construct for the construct validation of
psychometric tests and theories. How well does the analysis fare? The
question must be answered in two parts. First, we need to consider the
internal validity of the analysis: How well do the proposed models of
information processing in the tasks fit data collected from those tasks?
Second, we need to consider the éxternal validity of the analysis: How

highly do task parameters correlate with external measures such &s apti-

" tude test scores, and are the patterns of correlation sensible?

From the standpoint of internal validation, the results of task anal-
yses conducted during the past several years have been quite impressive.
Models of task performance, although not accounting for all of the true
variance in the response-time or response-choice data, have accounted for
high proportions of the true variance in these data (e.g., Mulholland,
Pellegrino, & Glaser, in press; Royer, 1971; Sternberg, 1977, in press-b).
From the standpoint of external validation, however, the results are more
mixed. Major performance components of information processing--such as

the inference, mapping, and application components mentioned previously--
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have shown generally significant correlations with aptitude test scores
(wvhen they are applied to nontrivial analogies or other induction itemns),
but the magnitudes have not been impressive. The response component, which
one would not expect to be particularly highly correlated with aptitude
test scores, has shown correlations that are both significant and of high
magnitude. Moreover, this result has proven to be replicable in a number
of different studies of different tasks by different investigators. It
seems likely that it is not response itself, but something confounded in
the response component, that is responsible for the high correlations. Re-
sponse is estimated as & regression constant, meaning that the response

parameter includes in its duration any operation whose duration is constan:

across all of the items being solved. Apparently, some of the most interest-

ing sources of individual-differences variation have been lumped into &
"constant." |

Thus, although task analyses of the kinds that have been performed
seem to be a reasonable start toward the construct validation of aptitude
tests and theories, they are far from the finish. The realization that the
task analyses I and others were performing just weren't extracting the most
interesting sources of individual.differences variation led me to propose
an augmented form of my own brand of task analysis, componential analysis,
that extracts kinds of components of information processing that were not
extracted in the earlier analyses. Some of the new methods my collabora-
tors and I have proposed for extracting the various kinds of components

are described in Sternberg (1978b) and in Sternberg (1979b). In the next
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section, I will briefly describe the theory underlying these new methods.
This theory is proposed to apply to individuals across the whole range of
levels of intelligence (Sternberg, 1979a, in press-a).

The Componential Theory of Intellectual Aptitudes:

A Brief Overview

The proposed theory of intellectual aptitudes is component-based.
Kinds of components can be classified in two different ways: by level of
generality and by function (Sternmberg, Note 3).

Levels of Generality

Components can be classified in terms of three levels of generality:
General components are required for performance of all tasks within = given
task universe; class components are required for performance of a proper
subset of tasks (including at least two tasks) within a task universe; and
specific components are required for the performance of single tasks with-
in the task universe. I will ignore specific components, which seem not to
carry their weight in a theory of intellectual ebilities. Consider, for
example, the components of analogical reasoning mentioned earlier. Suppose
the universe of tasks is reasoning tasks of the kind found on many stan-
dardized tests of intellectual aptitudes. Encoding and response would seen
to be general components, in that it is alweys necessary to encode the iten
information when it is presented, and to'offer some kind of response after
information processing on the item has been completed. Inference, mapping,
application, and justification would seem to be class components. They are

common to most inductive-reasoning tasks, i.e., tasks requiring individuals
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to make predictions of some kind about new information on the basis of old
information, but are not found on most deductive-reasoning tasks, i.e.,
tasks requiring individuals to produce or select a single logically certain
solution.

The three kinds of components may sound something like three kinds c?
factors: general, group, and specific factors. Components differ in at
least three important ways from factors, however. First, their psychological
reference is more clear than, and quite different from, that of factors. A
component is a process with an experimentally determinable duration, prob-
ability of error, and effect upon response choice. The psychological re-
ference of a factor, on the other hand, has never been very clear (see Stern-
berg, 1977). Just what does it mean for a factor, or anything else, to be
a "latent source of individual differences"? Components are believed to be
latent sources of individual differences, but their psychological properties
can nevertheless be clearly specified. Second, components are identified
in a very different way from factors. Components for an individual subject
are identified by decomposing response-time, error, or response-choice data
for that subject on a particular task. The outcome is independent of wheat-
ever other subjects or tasks happen to be used in a given experiment. The
components contribute (additively or otherwise) to solution time, error rate,
and response choice for a given type of task. Factors, on the other hand,
are usually identified on the basis of individual differences in the data
of multiple subjects. The outcome is dependent upon both who is in the

sample and what particular tasks are being factor analyzed. Third, compo-
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nential solutions are unique, whereas factorial solutions are usually sub-
Ject to arbitrary rotation (unless they were identified through confirma-
tory maximum likelihood methods) .

Function

Components perform (at least) five different kinds of functions.
Each of these five functions can be crossed with the three levels of gen-
erality, yielding 15 different types (overall) of components. Five of
these types of components--all specific ones--are not of much interest,
leaving ten interesting kinds of components in the theory.

Metacomponents are higher-order control processes that are used for
planning how a problem should be solved, for making decisions regarding
alternative courses of action during problem solving, and for monitoring
solution processes. These metacomponents are sometimes referred to col-
lectively as an "executive" or a “homunculus." Consider two examples of
metacomponents, and of how they might function in an analogical-reasoning
task. A first example is the selection of lower-order components: In the
analogies task, an individual must select a set of component processes
(such as the set presented earlier--encoding, inference, mapping, appli-
cation, justification, response) that is sufficient for solution of the
task. A second example is generation or selection of a strategy for com-
bining these components: 1In the analogies task, an individual must de-
cide how to sequence the set of components--for instance, should inference
precede mapping, follow it, or perhaps occur simultaneously with it? Other

metacomponents include selection of a representation for information,
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selection of a speed-accuracy tradeoff, and monitoring of one's soluticn

processes.

Performance components are used in the execution of various strategies
for task performance. The component processes named above for the analogies
task are examples of performance components. Performance components mey be
viewed as actualizing the plans laid down by the metacomponents. For ex-
ample, once the decision has been made that the relation between the first
two terms of an analogy must be inferred, the inference component actuelly
performs the job of inferring this relation.

Acquisition components are skills involved in learning new information;
retention components are skills involved in retrieving information that hes

been previously acquired; transfer components are skills involved in car-

rying over retained information from one situational context to another.
New information is always presented in some kind of a context, no matter
how impoverished. In terms of situational contexts, acquisition components
represent particular skills involved in utilizing context cues to learn
new information; retention components represent particular skills involved
in retrieving the information that was once learned; and transfer compo-~

nents represent particular skills involved in relating old contexts to new

ones. Consider, for example, one aspect of multiple contexts, their vari-
ability across multiple presentations of-a single piece of information,
such as the appearance of an unfamiliar word. Some things that make an
individual more "highly verbal," according to the present theory, are,
first, his or her greater ability to use this variability of context to

acquire the meaning of the word; second, the individual's greater ability
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to retrieve one or more contexts when the individual needs to retrieve the
meaning of the word; and, third, the individual's greater ability to carry
over a context, which has now become an "old" context, to a new context to
understand the meaning of the word when it is presented in an entirely new
context.

Interrelations Among Kinds of Components

Kinds of components are interrelated in various ways. Consider first
how components of different levels of generality are related, and then how
components serving different functions are related.

General components are related across tasks by virtue of the fact thet
& general component occurs, by definition, in the performance of each task
in the task domain under consideration. At the other extreme, specific com-
ponents are each unique to individual tasks. Thus, most of what will cause
some tasks to be more or less closely related to other tasks is the class
components they do or do not share. Classes of tasks such as inductive-
reasoning tasks, deductive-reasoning tasks, spatial visualization tasks,
etc., tend to share many class components within the members of each class,
but fewer class components across classes of tasks. Some classes of tasks
will be more closely related than others by virtue of their sharing more
class components with each other. (A more detailed description of just
how the tasks are interrelated via class ‘components can be found in
Sternberg, 1979a, and in Sternberg, Note 3.)

The various functional kinds of components are related to each other
through the metacomponents., In the proposed system, metacomponents can

directly activate, provide information to, and receive feedback from each
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other kind of component. A given metacomponent can also communicate with

and activate other metacomponents. 'The other kinds of components can ac-

tivate and communicate with each other only indirectly through the meta-
components, however. Thus, all control and information in the system pass
directly to and from the metacomponents: The metacomponents act as a fil-
ter in the relations of the other kinds of components to each other (see
Sternberg, Note 3). For example, acquisition of information affects reten-
tion of information, but only via the link of acquisition and retention
components to metacomponents, not via any direct link of acquisition and
retention components to each other.

The metacomponents are able to process only a limited amount of infcr-
mation at a given time. In a difficult task, and especially in a new and

difficult one, the amount of information being fed back to the metacomponents

may exceed their capacity to act upon this information. In this cese, the
metacomponerts become overloaded, and valueble information that cannot be
processed may simply be wasted. The total information-handling capacity of
the metacomponents of a given sy;tem will thus be an important limiting

aspect of the system. Similarly, capacity to allocate attentional resources

so as to minimize the probability of bottlenecks will be part of what de-
termines the effective capacity of the system (see also Hunt, Note 3).

Construct Validation of Aptitude Tests via the Componential Theory

The componential theory of intellectual aptitudes sketched in the pre-
vious section can provide a basis for the construct validation of aptitude
tests and the factorial theories upon which these tests have been based. I

propose that what seem like conflicts between theories disappear when these
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theories (and the tests they have generated) are viewed through the compo-
nential lens.
How is it possible for more than one psychometric theory of intelligence
to be correct? It is possible because these theories differ from each other

primarily in terms of the way a given factorial solution is rotated. The

choice of a rotation is mathematically arbitrary, although different rotations

of a given factorial solution seem to highlight different psychologicel ele-
ments. I have claimed previously that the choice of a rotation is a matter

of convenience (Sternberg, 1977): It depends upon what distribution of com-
ponents one wishes to highlight. Consider how vérious psychometric theories
can be interpreted in terms of the particular set of components they render

salient.

Spearman's Two-Factor Theory

According to Spearman's (1927) two~-factor theory and tests derived fron
it, intelligence can be understood in terms of two kinds of factors: a gen-
eral factor whose influence permeates all tests of intellectual aptitude,
and specific factors that are each found only on single aptitude tests or
tasks. E§idence in support of this theory tends to be obtained in unrotated
factorial solutions. According to the componential theory, individual dif-

ferences in the general factor are attributable to individual differences in

the effectiveness with which general components are performed. In other words,

the general factor comprises a set of general components that is common to a
wide variety of intellectual tasks. Specific factors comprise specific

components .

e g e
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As it happens, the metacomponents have a much higher proportion of
general components among them than do any of the other kinds of components,
presumably because the executive routines needed to plan, monitor, and
possibly replan performance are highly overlapping across tasks of a widely
differing nature. Thus, individual differences in metacomponential func-
tioning will be primarily responsible for the appearance of individual dif-
ferences of a general nature. Metacomponents are not solely responsible
for the appearance of a general factor, however. Most behavior, and prob-
ably all of the behavior exhibited on intelligence tests, is learned. Thus,
there are certain to be acquisition components, as well as retention end
transfer components, whose past influence will have a present effect upon
individual differences in general ability. Finally, certain performance
components, such as encoding and response, may be general to a wide vari-
ety of tasks, and thus also have an effect upon individual differences in
the general factor,

Thurstone's Theory of Primary Mental Abilities

According to Thurstone's (1938) theory of primary mental abilities
and the tests derived from it, intelligence can be viewed as comprising
a small set of multiple factors, or primary mental abilities: verbal com-
prehension, number, spatial visualization, word fluency, perceptual speed,
reasoning, and memory. A multiple factor solution such as this one tends
to appear when factorial solutions are rotated to "simple structure.”
Simple structure solutions, like unrotated solutions, seem to have a spe-

cial appeal to psychometricians, and I believe there is a psychological
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basis for this appeal. Whereas the unrotated solution seems to provide

the best overall measure of individual differences in general components,

a simple structure solution seems to provide the best overall measure of

individual differences in class components: There seems to be minimal

]
I
]
|

overlap in class components across factors when factors are rotated in

this way. Although overlap among class components is minimized, one woul?
nevertheless expect some correlation between pairs of primary mentel
ebilities, due to their overlap in general components. Indeed, when simple-
structure solutions are factored, they tend to yield a second-order general
factor, which I believe captures the shared variation across primary mental
abilities due to general components.

Consider, for example, the inductive-reasoning factor that appears in
Thurstone's theory. I have claimed that a relatively small set of class
performance components--inference, mapping, application, and justification--
appear in a wide array of inductive reasoning tasks (Sternberg, 1979a).

} Studies of spatial ability suggest that a rather small set of class per-
formance components can probably account for performance on a variety of
spatial tasks (see, e.g., Shepard & Metzler, 1971). And our present re-
search on verbal comprehension suggests the possibility that a relatively
small set of class acquisition, retention, and transfer components may
account for much of the individual-differences variation in verbal compre-
hension tasks.

Cattell and Horn's Theory of Fluid and Crystallized Ability

Cattell and Horn (see, e.g., Cattell, 19T1; Horn, 1968) have proposed
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that general ability can be divided into two subabilities, fluid ability
and crystallized ability. Fluid ability is best measured by tests of
abstract reasoning, such as visual analogies, classifications, and series
problems. Crystallized ability is best measured by tests of vocabulary,
reading comprehension, and general information. A very similar theory hes
been proposed by Vernon (1971), whose major group factors of practical-
mechanical ability and verbal-educational ability seem to correspond
closely, if not exactly, to Cattell and Horn's factors of fluid and crys-
tallized ability. Factors such as these seem to result from hierarchiceal
forms of factor analysis. On the componential view, crystallized ability
tests seem best to separate the products of acquisition, retention, end
transfer components, whereas fluid ability tests seem best to separate
the execution of performance components. I believe that the measurement
of crystallized ability in typical testing situations differs in a key way
from the measurement of fluid ebility. Whereas the measurement of crys-

tallized ability involves accumulated products of past executions of

components of acquisition, retention, and transfer, measurement of fluid

ability involves current execution of components of performance.

The difference in the wgy the two sets of components are measured
mey explain why measured crystallized ability tends to increase indef-
initely with increasing age (short of senility), whereas fluid ability
starts to decline in early to middle adulthood. Products of performance
are already established and unlikely to show deterioration except through

the effects of senility. Current execution of performance components or

-
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any other kinds of components is likely to deteriorate with age, however.

Guilford's Structure-of-Intellect Theory

Guilford's (1967) structure-of-intellect theory claims that intelligence
can be viewed as comprising 120 distinct intellectual aptitudes, each repre-
sented by an independent factor. Support for this theory can be obtained
by Procrustean rotation of factorial solutions toward the prespecified the-
ory. Horn and Knapp (1973) have cast a shadow over the psychometric, and
hence psychological, acceptability of this theory. Nevertheless, I believe
that there probably is a psychological basis to at least some aspects of
this theory, and that these aspects of the theory can be interpreted in
componential terms.

A given component must act upon a particular form of representation
for information, and upon a particular type of information. The repre-
sentation, for example, might be spatial or linguistic; the type of in-
formation (content) might be an abstract geometric design, & picture, a
symbol, & word, etc. Forms of representation and contents, like components,
can serve as sources of individual differences: A given individual might
be quite competent when applying a particular component to one kind of
content, but not when applying it to another. Representation, content,
and process have been more or less confounded in most factorial theories,
probebly because certain components tend more often to operate upon cer-
tain kinds of representations and contents, and other components tend
more often to operate upon different kinds of representations and contents.

This confounding serves a practical purpose of keeping to a manageable
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number the factors appearing in a given theory or test. But it does ob-
scure the probably partially separable effects of process, representation,
and content. Guilford's theory self-consciously tries to provide some
separation, at least between process and content. I doubt the product
dimension has much validity, other than through the fact that different
kinds of products probably involve slightly different mixes of components.
On the one hand, the theory points out the potential separability of pro-
cess and content. On the other hand, it does so at the expense of manage-
ability. Moreover, it seems highly unlikely that the 120 factors are in-
dependent, as they will show overlaps, at minimum, in shared metacomponents.
Conclusions

To conclude, the componential theory can provide at least a tentative
and sketchy account of how different forms of factor analysis and rotation
can support different factorial theories of intelligence. On this vievw,
each so-called theory can be viewed as a special case of & single theory.
Each special case highlights different constellations of individual dif-
ferences, and which constellation of individual differences is important
will depend upon the purpose the theory or test is intended to serve. In
an important sense, then, most of the theories are "correct." The conm-
ponential theory provides a complementary perspective on the various dif-
ferential theories. -

Tests of intellectual aptitude have numerous failings, but wvhen all is
said and done, there are very few nontrivial predictions of any kind that

we can make in life that are a great deal more accurate than those made by
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aptitude tests., Many people, in fact, are willing to acknowledge that
aptitude tests have been the most successful technological innovation
that has arisen from psychological theory and research. If this is mere-
ly an unhappy commentery on what psychology can produce, so be it. But
I think this is not the case. During the seventies, experimentel psychcl-
ogists have embarked upon an intensive effort to examine the construct
validity of tests and theories of intellectual aptitude. My retrospec-
tive view of the outcomes of this research is that it has supported rath-
er than refuted their construct validity. Indeed, we knew the tests were
working rather well; now we have, perhaps, a better idea of why. This is
not to say that the tests are perfect, although I suspect that many of the
imperfections that people complain about most bitterly reside not in the
tests, but in people's sometimes unrealistic notions about what the tests
can do. There is much more to intelligence than is measured by the rel-
atively narrow focus of current aptitude tests, and there is much more to
academic and life achievement than could be measured by any kind of intel-
ligence test. If the validity coefficients of aptitude tests have not
risen apprecisbly in the past thirty or forty years, it may be because
we have reached the limits of what measurement of a narrow set of intel-
lectual aptitudes can predict.

It is quite possible that eventually we may have tests that measure
some of the kinds of components I have discussed above. Such tests would
serve an important theoretical purpose that is not being served by cur-

rent tests. They would be measuring performance at a more basic level
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than is possible through existing test batteries. The question of practical

value will not really be answerable until the tests are in a usable form,
although 1 suspect such tests would supplement rather than replace the
descendants of our present kinds of tests. In the meantime, I believe we
would do well to continue the basic information-processing research we

have been doing, since it seems to be bringing us closer to an understanding

of what intelligence is, and of what intelligence tests measure.

1.—..——————-
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my views on the construct validation of aptitude tests.
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AFRERL/PED Program Manager
. Brooks AFB, TX 78235 Life Sciences Directorate
{ _ AFOSR
! * 1  Air University Library Bolling AFB, DC 20332
- AUL/LSE 767443 .
Maxwell AF8, AL 36112 1 Brian K. Waters, LCOL, USAF
5 Air University
1 Dr. Philip De Leo Maxwell AFB
- AFERL/TT Montgomery, AL 36112

Lowry AFB, CO 80230

1 Dr. Genevieve Haddad
Program Manager
Life Sciences Directorate
AFCSR
Polling AFB, DC 20332

1 CDR. MERCER
CNET LIAISON OFFICER
AFHRL/FLYING TRAINING DIV.
WILLIAMS AFB, AZ 85224

F 1 Dr, Ross L. Morgan (AFHRL/ASR)
Wright -Patterson AFB
Ohio 45433

1 Dr. Roger Pennell
AFHRL/TT
Lowry AFB, CO 80230

1 Personnel Analysis Division
EQ USAF/DPXXA
Washington, DC 20330

1 Research Branch
AFMPC/DPMYP
Randolph AFE, TX 78148

1 Dr. Malcolm Ree
AFERL/PED
Brooks AFB, TX 78235

1 Dr. Marty Rockway (AFHRL/TT)
. Lowry AFB
Colorado 80230 %
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Marines

1 H. William Greenup
Education Advisor (E031)
Education Center, MCDEC
Quantico, VA 22134

1 DR. A.L. SLAFKOSKY
SCIENTIFIC ACVISCR (CGDE RD-1)
HQ, U.S. NARINE CORPS
WASHINSTON, DC 20380

CoastGuard

1 Mr, Richard Lanterman
PSYCHOLOGICAL RESEARCH (G-P-1/62)
U.S. CCAST GUARD HQ
WASHINGTON, DC 20590

1 Dr. Thomas Warm
U. S. Coast Guard Institute
P. C. Sudbctation 18
Oklzhome City, OK 73169
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Other DoD

Dr. Stephen Andriole

ADVANCED RESEARCH PROJECTS AGENCY
1400 WILSON BLVD.

ARLINGTON, VA 22209

Defense Documentation Center
Cameron Station, Bldg. S
Alexandria, VA 22314

Attn: TC

Dr. Dexter Fletcher

ADVANCED RESEARCH PROJECTS AGENCY
1400 WILSON BLVD.

ARLINGTON, VA 22209

Dr. William Graham
Testing Directorate
MEPCOM

Ft. Sheridan, IL 60037

Military Assistant for Training and
Personnel Technology

Office of the Under Secretary of Defense
for Research & Engineering

Room 3D129, The Pentagon

washington, DC 20301

MAJOR VUayne Sellman, USAF

Office of the Assistant Secretary
of Defense (MRALL)

38930 The Pentazon

Washington, DC 20301

Civil Govt

Dr. Susan Chipman

Basic Skills Program

National Institute of Education
1200 19th Street NW

Washington, DC 20208

Dr. Williazm Gorham, Director
Personnel R&D Center

Office of Personnel Managment
1900 E Street N

Washington, DC 20415

Dr. Joseph 1. Lipson
Division of Science Education
Room V-638

National Science Foundation
Washington, DC 20550

Dr. Joseph Markowitz

Office of Research and Development

Centrzl Intelligence Agency
Washington, DC 20205

Dr. John Mays

National Institute of Education
1200 19th Street NW
vWashington, DC 20208

Dr. Arthur Melmed

National Intitute of Ecucation
1200 19th Street NW
Washington, DC 20208

Dr. Andrew R, Molnar
Science Education Dev,

and Research
National Science Foundation
Washington, DC 20550

Dr. Jeffrey Schiller

National Institute of Education
1200 19th St. NW

Washington, DC 20208
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Civil Govt

Dr. H. Wallace Sinaiko
Program Director

Manpower Research and Advisory Services

Smithsonian Institution
301 North Pitt Street
Alexandria, VA 22314

DPr. Thomas G. Sticht
Basic Skills Progranm
Nationzl Institute of Education
1200 19th Street NW
Washington, DC 20208

Dr. Frank Withrow

U. S. Office of Education
402 6th Street SU
Washington, I'C 20202

Dr. Jos2ph L. Yocung, Director
MHemory & Cognitive Processes
national Science Foundation
Washington, DC 20550

Non Govt

1 Dr. Earl A. Alluisi
HQ, AFHRL (AFSC)
Brooks AFB, TX 78235

1 . Dr. John R. Anderson 3
Department of Psycholozy
Carnegie Mellon University
Pittsburgh, PA 15213

1 Dr. John Annett
Department of Psychology
University of Warwick
Coventry CV4 TAL
ENGLAND

1 DF. MICKAEL ATICOD
SCIELCE AFPLICATIONS! INSTITUTE
J4Q DENVER TECH. CENTER VEST
7235 E. PRELTICE AVENUE
ENGLENCOD, CO 20110

1 1 psychological research unit
Dept. of Defense (Army Office)
Campbell Park Offices
Canberra  ACT 2600, Australia

1 Dr. Alan Baddeley
Medical Research Council
Applied Psychology Unit
15 Chaucer Road
Cambridge CB2 2EF
ENGLAND

1 Dr. Patricia Baggett
Department of Psychology
University of Denver
University Park
Denver, CO 80208

1 Dr. Jackson Beatty
Department of Psychology
University of California
Los Angeles, CA 90024

1 Dr. Issac Bejar .
Educational Testing Service
Princeton, NIJ 08450
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Non Govt

Dr. Nicholas A. Bond
Dept. of Psychology
Sacramento State College
600 Jay Street
Sacramento, CA 95819

Dr. Lyle Pourne
Department of Psychology
University of Colorado
Boulder, CO 80302

Dr. Robert Brennan

fnerican College Testing Programs
P. 0. Box 168

Jowa City, IA 52240

Dr. John S. Brown

XEROX Palo Alto Research Center
3333 Coyote Road

Palo Alto, CA 94304

DR. C. VICTOR BUNDERSON
WICAT IrcC.

UNIVERSITY PLAZA, SUITE 10
11€0 SO. STATE ST.

ORE!!, UT 84057

Dr. John B. Carroll
Psychometric Ladb

Univ. of No. Carolina
Davie Hall 013A

Chapel Hill, NC 27514

Dr. William Chase
Department of Psychology
Carnegie lellon University
Pittsburgh, PA 15213

Dr. Micheline Chi
Learning R & D Center
University of Pittsburgh
3939 O'Hara Street
Pittsburgh, PA 15213

Dr. John Chiorini
Litton=Mellonics

Box 1286

Springfield, VA 22151
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Non Govt

Dr. Kenneth E. Clark
College of Arts & Sciences
University of Rochester
River Campus Station
Rochester, NY 14627

Dr. Norman Clif¢

Dept. of Psychology
Univ. of So. California
University Park

Los Angeles, CA 90007

Dr. Allan M, Collins

Bolt Eeranek & Newman, Inc.
50 Moulton Street
Cambridge, Ma 02138

Dr. Meredith Crawford

Department of Engineering Administration

George VWashington University
Suite 305

2101 L Street N, W.
Washington, DC 20037

Dr. Ruth Day

Center for Advanced Study
in Behavioral Sciences

202 Junipero Serra Blvd,

Stenford, CA 94305

Dr. Emmanuel Donchin
Department of Psychology
University of Illinois
Champaign, IL 61820

Dr. Hubert Dreyfus
Department of Philosophy
University of California
Berkely, CA 94720

Dr. Marvin D. Dunnette
N492 Ellijott Hall
Dept. of Psychology
Univ. of linnesota
Vinneapolis, MN 55455

(]
ERIC Facility-Acquisitions
4833 Rugby Avenue
Bethesda, MD 20014




. Yale/Sternberg

TR i L ST

October 4, 1979

Non Govt

MAJOR I. N. EVONIC

CANADIAN FORCES PERS. APPLIED RESEARCH

1107 AVENUE ROAD
TORONTO, ONTARIO, CANADA

Dr. Ed Feigenbaum

Departient of Computer Science
Stanford University

Stanford, CA 94305

Dr. Richard L. Ferguson

The American College Testing Program
P.0O. Box 168

Jowa City, IA 52240

Dr. Victor Fields
Dept. of Psychology
Montgomery College
Rockville, MD 20850

Dr. Edwin A. Fleishman

Advanced Research Resources Organ.
Suite 900 .

4330 East West Highway
Washingten, DT 27014

Dr. Jonn i, “rzleriksen
Bolt Beriae:x % MNewaan
50 '‘oulton Street
Cambridge, MA 02138

Dr. Alinda Friedman
Department of Psychology
University of Alberta
Edmonton, Alberta
CANADA T6G 2J9

Dr. R. Edward Geiselman
Department of Psychology
University of California
Los Angeles, CA 90024

DR. ROBERT GLASER

LRDC

UNIVERSITY OF PITTSBURGH
3939 O'HARA STREET
PITTSBURGH, PA 15213

o

Non Govt

Dr. Ira Goldstein

XERCX Palo Alto Research Center
3233 Coyote Road

Palo Al}o. CA 94304

DR. JAMES G. GREENO
LRDC

UNIVERSITY OF PITTSBURGH
3939 O'HARA STREET
PITTSBURGH, PA 15213

Dr. Ron Hambleton

School of Education
University of Massechusetts
Amherst, MA 01002

Dr. Harold Hawkins
Department of Psychology
University of Oregon
Eugene OR 97403

Dr. Barbara Bayes-Roth
The Rand Corporation
1700 Main Street

Santa Monica, CA 90406

Dr. Frederick Hayes-Roth
The Pand Corporation
1700 Main Street

Santa Monica, CA 90406

Dr. James R. Hoffman
Department of Psychology
University of Delaware
lNewark, DE 19711

Dr. Lloyd Humphreys
Department of Psychology
University of Illinois
Chanpaign, IL 61820

Library

HumRRC/Vlestern Division
27857 Berwick Drive
Carmel, CA 93921
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Non Govt Non Govt
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Dr. Earl Hunt

Dept. of Psychology
University of Washington
Seattle, WA 98105

Mr. Gary Irving

Data Sciences Division
Jecknologzy Services Corporation
2311 Wilshire PBlvd.

Santa Monica CA 90403

Dr. Steven W. Keele
Dept. of Psychology
University of Oregon
Euzene, OR 97403

Dr. Walter Kintsch
Department of Psychology
University of Colorado
Boulder, CO 80302

Dr. Cavid Kieras :
Department of Psychology
University of Arizona
Tuscon, AZ E5721

Dr. Stephen Kosslyn
Parvard University
Department of Psychology
33 Kirkland Street
Canbridge, MA 02138

Mr. Marlin Kroger
1117 Via Goleta
Palos Verdes Estates, CA 90274

LCOL. C.R.J. LAFLEUR
PERSONMNEL APPLIED RESEARCH
NATIONAL DEFEKSE HQS

101 COLONEL BY DRIVE
OTTAWA, CANADA K1A OK2

Dr. Jill Larkin

Department of Psychology
Carnegie lMellon University
Pittsburgh, PA 15213

Dr. Alan Lesgold
Learning R&D Center
University of Pittsburgh
Pittsburgh, PA 15260

Dr. Robert Linn
College of Education
University of Illinois
Urbana, IL 61801

Dr. Frederick M. Lord
Educational Testing Service
Princeton, NJ 08540

Dr. Richard B. Millward
Dept. of Psychology
Hunter Lab.

Brown University
Providence, RI 82912

Dr. Allen Munro

Univ. of So. California
Behavioral Technologzy Labs
3717 Souvth Hope Street
Los Angeles, CA 90007

Dr. Donald A Norman

Dept. of Psychology C~009
Univ. of California, San Diego
La Jolla, CA 92093

Dr. Melvin R. Novick
Iowa Testing Programs
University of Iowa
Iowa City, IA 52242

Dr. Jesse Orlansky

Institute for Defense Analysis
400 Army MNavy Drive

Arlington, VA 22202

Dr. Robert Pachells
Department of Psychology
Human Performance Center
330 Packard Road

Ann Arbgr, MI 48104
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Non Govt

Dr. Seymour A. Papert

llassachusetts Institute of Technology
Artificial Intelligence Lab

545 Technology Square

Cambridge, MA 02139

Dr. James A. Paulson
Portland State University
P.0. Box 751

Portland, OR 97207

MR. LUIGI PETRULLO
2431 N. EDGEWOOD STREET
ARLINGTON, VA 22207

DR. STEVEN M. PINE
4950 Douglas Avenue
Golden Valley, MN 55416

Dr. Martha Polson
Department of Psychology
University of Colorado
Boulder, CO 80302

DR. PETER POLSON

DEPT. OF PSYCHOLOGY
UNIVERSITY OF COLORADO
BOULDER, CO 80302

DR. DIALE M, RAMSEY-KLEE
R-K RESEARCH & SYSTEM DESIGN
3947 RIDGEMONT DRIVE

MALIBU, CA 90265

MIN. RET. M. RAUCH

PIl 4

BUNCESMINISTERIUM DER VERTEIDIGUNG
POSTFACH 161

53 BONN 1, GERMANY

Dr. Peter B. Read

Social Science Research Council
605 Third Avenue

New York, NY 10016

., o~ -
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Non Govt

Dr. Mark D. Reckase

Educational Psychology Dept.
University of Missouri-Columbia
12 Hill‘Han

Columbia, MO 65201

Dr. Fred Reif

SESAME

c/o Physics Department
University of California
Berkely, CA 94720

Dr. Andrew M. Rose

American Institutes for Research
1055 Thomas Jefferson St. MW
Washington, DC 20007

Dr. Leonard L. Rosenbaum, Chairman
Depzrtment of Psychology
Montgomery College

Rockville, MD 20850

Dr. Ernst Z. Rothkopf
Bell Laboratories
600 Mountain Avenue
Murray Hill, NJ 07974

Dr. David Rumelhart

Center for Humzn Information Processing
Univ. of California, San Diego

La Jolla, CA 92093

PROF. FUMIKO SAMEJIMA
DEPT. OF PSYCHOLOGY
UNIVERSITY OF TENNESSEE
KNOXVILLE, TN 37916

Dr., Irwin Sarason
Department of Psychology
University of Washington
Seattle, WA 98195

DR. WALTER SCHNEIDER
DEPT. OF PSYCHOLOGY
UNIVERSITY OF ILLINOIS
CHAYPAIGN, IL 61820
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Non Govt

Dr. Richard Snow

School of Education
Stanford University
Ctanford, CA 94305

DR. ALBERT STEVENS

EOLT BERANEX & NEMMAN, INC.
50 MOQULTON STREET
CAMERIDGE, MA 02138

DR. PATRICK SUPPES

INSTITUTE FOR MATHEMATICAL STUDIES IN
THE SOCIAL SCIENCES

STANFORD UNIVERSITY

STANFCRD, CA 94305

Dr. Hariharzn Swaminathan
Laboratory of Psychometric and
Evaluation Resecarch

School of Education
University of llassachusetts
Amherst, MA 01003

Dr. Brad Sympson

Of fice of Lata Analysis Research
Ecucztional Testing Service
Princeton, NJ 03541

Dr. Kikumi Tatsuoka

Computer Based Education Research
Laboratory

252 Enzineering Research Laboratory

University of Illinois

Urbana, IL 61301

Dr. David Thissen
Depzrtment of Psychology
University of Kansas
Lawrence, KS 650ul

Dr. John Thomas

IB!! Thomzs J. Watson Research Center
P.O0. Box 218

Yorktown Heights, NY 10592

DR. PERRY THORNDYKE

THE RAND CORPORATION
1700 MAIN STREET

SANTA MONICA, CA 90406

Page 13

Non Govt

Dr. J. Uhlaner
Perceptronics, Inc.

6271 Variel Avenue
Woodland Hills, CA 91364

Dr. Benton J. Underwood
Dept. of Psychology
Northwestern University
Evanston, IL 60201

Dr. Howard Wainer

Bureau of Social SCience Research
1990 M Street, N. W,

Washington, DC 20036

Dr. Phyllis Weaver
Graduate School of Education
Harvard University ¢
200 Larsen Hall, Appian Way
Cambridgze, MA 02138

Dr. David J. Weiss
K6E0 Elliott Hall
University of Minnesota
75 E. River Road
Minneapolis, Ml 55455
DR. SUSAN E. WHITELY
PSYCHCLCGY DEPARTMENT
UNIVERSITY OF KANSAS
LAWRENCE, KANSAS 66044

Dr. J. Arthur Woodward
Department of Psychology
University of California
Los Angeles, CA 90024

Dr. Karl Zinn

Center for research on Learning
end Teaching

University of Michigan

Ann Arbor, MI 48104
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